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ABSTRACT

This study consists of a discriminant analysis of

composite marks for 23 selected categories in section B

of the Marine Corps fitness report. The data for the study

were taken from all the fitness reports on record for those

officers in the grades of Captain, Major, and Lieutenant

Colonel who appeared before promotion boards during FY81.

Discriminant scores were computed for all officers of

a particular grade and those officers were then ranked

according to this score. It is shown that this ranking

closely approximates a ranking by quality and so proves

the discriminant score to be a viable performance index,

a term whose definition and background are covered in the

thesis.

Finally, the unique applicability of the discriminant

analysis technique to the performance index problem is

demonstrated. While generally unaffected by the distribu-

tion of marks within a category, the weight assigned to

each category in the discriminant function is very much

influenced by the consideration given that category when

the promotion decision is made.
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1. INTRODUCTION

In this thesis, a technique is developed for construct-

* ing a performance index from the markings on section B of

the Marine Corps fitness report through the use of a

statistical tool called Discriminant Analysis. The tech-

nique is then applied to the markings on fitness reports

of 967 officers of the rank Captain through Lieutenant

Colonel who appeared before promotion boards during the

1981 fiscal year.

The idea of a performance index is explored, criteria

for measuring the effectivenss of such indices are sug-

gested, and uses for the index--both current and envisioned--

are studied. In addition, past attempts at constructing a

performance index are examined.

The theory underlying the discriminant analysis tech-

nique is developed, not rigorously but in sufficient detail

to allow readers to appreciate the applicability of the

procedure and the significance and meaning of the results.

Finally, the weights assigned to each of the fitness

report categories in the discriminant function are examined.

The influence of such factors as the distribution of marks

within the categories on these weights is studied and the

final conclusion lends considerable support to the use of

discriminant analysis in the construction of the perform-

ance index.
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II. BACKGROUND

A. THE MARINE CORPS FITNESS REPORT

The USMC fitness report currently in use is NAVMC

Form 10835. It is in 3 sections. The first section,

section A, records such administrative data as name, grade,

current billet and choices for further duty assignments.

Section C provides space for a subjective word picture of

the individual reported on. The second section, section B,

is shown in Figure 1. It consists of several fixed-choice

markings on several categories or dimensions of perform-

ance. For the most part, there are 6 markings for each

category. These markings are unsatisfactory, below

average, above average, excellent and outstanding. There

is also a provision for a rating of "not observed" in case

a particular performance dimension is not demonstrated

during the period of the report. Block 15a has the same

6 fixed-choice markings as the first group with an addi-

tional block between each marking. Block 16 has a different

scale of markings, as can be seen in Figure 1.

Six of the blocks in section B will not be considered

in the study: blocks 15b, 15c, 17, 18, 19 and 20.

Throughout his career, each Marine officer is rated by

means of the fitness report on several occasions. The

rating occurs at least every 6 months or sooner if

10
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occasioned by a promotion, transfer, change of commanding

officer, etc. The fitness report is the principle means

utilized by promotion boards in judging the qualifications

of officers for advancement to the next higher grade.

B. THE PERFORMANCE INDEX

The term performance index, in the context of this

thesis, will mean some quantitative, composite measure

reflecting an officer's quality or promotability. It would

indeed be difficult to separate these two attributes

(quality or promotability) to any great extent, for in the

final analysis, it is the quality of the officer which

(hopefully) results in the quality of his record and thence

his advancement. At any rate, as will be seen in later

chapters of this thesis, it will be the extent of the

similarity of an officer's record to that of a group of

promoted officers that will determine the measure of his

quality--or his performance index.

The composite nature of the performance index is

stressed. Although there is certainly no substitute for

the multi-dimensioned performance measure represented by

all the categories of section B, together with all the

4 other perhaps non-quantifiable indicators of quality con-

sidered by a promotion board, there are certainly circum-

stances where a single, composite measure of quality would

12



be useful and indeed, necessary. Some of those circum-

stances will be highlighted later on.

In comparing and contrasting various performance

indices (or indeed any method of performance appraisal) it

is necessary to establish and define the criteria to be

used in determining the effectiveness or worth of each

index or method.

First, and perhaps foremost among the criteria that

could be employed is the validity of the index in reflecting

the true quality of the officer. It is very true that any

variable describing an officer could be used as a perform-

ance index--for example, hair color or date of birth--but

it's doubtful that many of these types of indices could be

described as valid. In practice, when judging the validity

of a proposed index, the measurement of validity will be

both intuitive and, possibly, quantitative. The intuitive

judgement comes into play in rejecting the vast majority

of possible iadices (such as the two just mentioned).

The quantitative measure of validity, when applied,

will be in two phases. The first phase involves a measure

that was actually employed at Headquarters, U.S. Marine

Corps in the early months of this project. The measurement

was made as follows:

The proposed performance index was computed for all the

officers whose records appeared before a particular promo-

tion board. The officers were then ordered from highest to

13



lowest according to this computed index. The first n

officers on this list, where n was the actual number of

officers who were promoted by the board, were chosen as

a sample. The criterion measure was the sample proportion

(p) of promoted officers. Although perhaps not a theore-

tically sound measure, statistically, several characteristics

of this measure were attractive and readily apparent. If

the performance index utilized was a "perfect" indicator

of promotability/quality, p should be 1.0. If the proposed

index was in some sense a "poor" indicator, p should approx-

imate the actual promotion proportion for all the officers

who were considered. And a computed p that was less than

the true promotion proportion would indicate that the index

was in a sense negatively correlated with promotability.

Again, it is admitted that the utility of this measure lies

not in its statistical grounding but in its computational

ease, intuiti've appeal and its ability to quickly and

decisively eliminate some very bad candidates for a

performance index.

In Chapter 4, other quantitative criteria will be

proposed and applied when our interest will not be in a

"first-cut" measure designed to isolate good or bad ideas

for indices but rather in investigating fine differences

among several good indices in the form of discriminant

functions.

14



Perhaps not as vital a criterion as validity, practi-

cality has been de-emphasized as a result of the wide-spread

use of high-speed computers in the administration and data-

storage of the Marine Corps performance report system. Yet,

practicality as a criterion still bears mention.

Generally, the practicality of a performance index is

a measure of, first, the accessibility of the information

that is involved in the computation of the index and,

second, the actual computational ease. In fact, the informa-

tion used in computing all of the potential performance

indices mentioned below was readily available in some sort

of computer storage medium. Further, the differences in

computational difficulty were practically immeasurable.

However, the applicability of practicality as a viable

criterion can be appreciated using a simple example of a

potentially highly accurate index whose practicality is

certainly questionable. Such an index would involve the

reduction of the written appraisal in section C of the

fitness report to a quantifiable measure. indeed, the

information is accessible but the computation has evident

limitations in that attaching a single numerical score to

a written evaluation on an individual would be a difficult

task, to say the least, and would involve the resolution

of such issues as the proper scaling of such scores.



These criteria will now be applied to several indices

that have either been tried in the past or envisioned for

use in the future.

The idea of a performance index is by no means a new

one. A form of index has been in use for some time by

enlisted promotion boards in the Marine Corps. This index

is a weighted, linear combination of selected markings

from section B of the same report described in paragraph (a)

above. At a typical promotion board session, the records

of the candidates for promotion are distributed among the

board members by performance index--to ensure that each

member is given a representative sample of the candidate

group and that no one member is forced to consider a group

of predominantly below or above average candidates. Addi-

tionally, the sheer number of records that each board

member must consider dictates that he also use this index

as a first-cut criterion for promotion. That is, a candi-

date with a relatively high index score is automatically

promoted, with a low score automatically not promoted, and

with the cases falling in between being more carefully

examined before a final decision is made.

The choice of selected markings and the weights assigned

to each marking were determined quite subjectively over the

years and represent no real concerted attempt at an optimum

selection or an optimum weighting, and therefore no real

attempt at validity.

16



A means of distributing records among promotion board

members, such as the process described above for the

enlisted board, was one of the major potential uses envi-

sioned for an officer's performance index. Another use of

such an index could be in regression/correlation studies.

For instance, the performance indices for a group of

officers might be regressed on such variables as commis-

sioning source, undergraduate degLee, or officer candidate

school standing to discover the degree of correlation

between each of these factors and the officer's quality--

as measured by his performance index. Indeed, once such

a regression function was constructed in this manner, an

officer candidate's potential success should be well-

estimated--certainly a valuable piece of information for

a recruiter.

Among the first potential indices considered was a

measure commonly known as the "truth teller". It was

computed using a complicated formula involving the markings

on items 15a, 15b, and 15c on section B of the fitness

report. A combination of the number of officers ranked

even, the number ranked above, and the number ranked below--

over all the fitness reports considered--gave a percentage

grade, the truth teller. It was and, in some cases, still

is being utilized by some officer selection boards in much

the same way as the index for enlisted boards--as a way of

17



distributing the records by quality among the members of

the selection board. Its effectiveness as an index as

measured by the criterion of practicality is indisputable.

However, its accuracy can only be described as fair.

Indeed, recent investigation uncovered several instances

of misuse of this measure on the part of officers complet-

ing reports on subordinates. As a result, in too many

cases the computed "truth teller" for an officer was an

invalid measure of his quality. Not surprisingly, the

quantitative criterion--the measure p, as described above--

when applied to this particular index yielded disappointing

results.

Another potential candidate for a performance index was

the score on the military General Classification Test (GCT).

The test is administered to every officer upon entry, is a

permanent part of his military record, and so fares well

with the practicality criterion. Yet, in no case was the

computed p on the quantitative accuracy criterion higher

than that for the truth teller.

It was then decided to attempt to construct a composite,

linear, weighted combination of the marking categories in

section B to yield a performance index, much like the system

in use by the enlisted promotion board. However, unlike

the enlisted system which weights only selected marking

categories, this scheme would consider all marking

18



categories (the only exceptions being those outlined in

paragraph B above). The problem of assignment of weights

to categories was resolved by the Delphi technique wherein

a memo requesting suggested weighting schemes was circu-

lated among several officers across as broad a spectrum of

grades and expertise as possible. From these suggested

schemes, a final vector of category weights was fashioned.

The effectiveness of this performance index as measured by

the accuracy criterion p proved that this approach (the

weighted linear combination) was a good one. The measured

p for all three promotion boards was consistently between

.88 and .90.

Yet there was still a basic flaw in both this scheme

and to an even greater extent the one employed by the

enlisted promotion boards. As was mentioned, the objective

of the performance index was to present a composite score

indicating the quality or promotability of a particular

officer. The schemes presently in use represented the

officer's relative standing among his peers when the cri-

terion used might not necessarily represent his promota-

bility in terms of what an actual promotion board action

would reflect. Rather, these performance index scores

reflected only the officer's quality measured against what

a few selected questionnaire respondents thought quality

should be.

19



A solution seemed to be present in the fact that at

the end of a board, two pieces of information were in hand.

First, the exact composition of the two groups (i.e.,

promoted group and not promoted group) was known.

Secondly, a multi-dimensional observation vector (repre-

senting the markings in section B) was known for each

officer in each group.

Taking advantage of this information, a possible

alternative approach was seen to be as follows.

Compute the mean values on each of the marking catego-

ries for the promoted group and do the same for the not

promoted group. Call this vector of mean values for each

group the group centroid. A possible performance index

for an individual, then, could be the extent of the simi-

larity of an individual's markings to the promoted group

centroid.

This idea is basic to the discriminant analysis tech-

nique and will be developed in some detail in the next

chapter.

20
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III. DISCRIMINANT ANALYSIS

The following discourse on the discriminant analysis

technique is intended primarily to enable the reader to

appreciate the applicability of the technique to the

construction of a performance index. The mathematics of

the technique will be presented in a somewhat elementary

fashion so as not to preclude anyone from gaining a full

appreciation of the underlying ideas. For a more rigorous

discussion, the interested reader is directed to any of

the references listed in the bibliography, especially the

book by Tatsuoka.

Before beginning, it should also be mentioned that the

discriminant analysis technique is applicable to the study

of any number of groups greater than or equal to two. The

discussion, however, will address primarily two-group

analysis since the performance index problem and attendant

data are both concerned with two groups--promoted and not

promoted officers. In addition, the derivation of the

discriminant function is much more straightforward in the

case of two groups. In fact, Tatsuoka [Ref. 11 shows that

two-group discriminant analysis is in many ways identical

to multiple regression analysis. A rigorous discussion of

the similarities (in a conceptual sense) between regression

analysis and discriminant analysis can be found in Rulon

[Ref. 21.

21



A. THEORY

Discriminant analysis is essentially a procedure for

quantifying the differences between groups, albeit special

groups. The underlying assumptions concerning each group

are as follows:

(1) Each group t (t = 1,2) has a number of members, each

member being defined as a p-element vector of obser-

vations or measurements,

(2) The groups being investigated are separate and iden-

tifiable and

(3) The observations are assumed to have a multivariate

normal distribution with equal covariance matrices.

NOTE: further notational conventions that will be

utilized throughout this chapter are as follows:

- Xti j is defined as the observation on the jth

variable for the ith member of group t

- (XtiilXti 2 ,Xti 3 , ... , Xtip ) is therefore the p-

element vector defining the ith member of

group t

- (Xt.l,Xt.2 ,Xt 3, ..., Xt.p) is the p-element vector

of observed means on the p variables for group

t.

Assumption (3) would appear to be rather restrictive

especially in the context of the fitness report data that

will be studied, given that many of the p variables will ex-

hibit a highly negatively-skewed distribution. However,

22
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Eisenbeis [Ref. 3] notes that there exists evidence that non-

multivariate normal data may be used in a discriminant analy-

sis without significantly biasing the results. (But, as will

be seen in the next chapter, the actual vectors of fitness

report category marks that are entered into the discriminant

analysis are composed of marks that represent means over

several reports, and, as such, these marks tend to be more

normally distributed than the original data).

The study of the differences between groups entails a

study of which particular elements or groups of elements in

the p-element vectors define a dimension or direction along

which the major group differences occur. This idea of cer-

tain elements or groups of elements defining a dimension of

greatest difference would logically entail an algebraic

notion of linear combinations; specifically, a linear com-

bination of the original p observation variables that will

somehow give a large difference between group means on that

linear combination relative to the inherent within-group

differences among values on that same combination.

This linear combination of the original observation

variables is called the discriminant function and the coeffi-

cients assigned to each of the original variables are called

the discriminant function coefficients. The discriminant

function yields a discriminant score for the ith member of

group t which is defined as:

Yti = vXtil + v2Xti2 + " + vXtip

23
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where vi, i = 1,2,...,p are the discriminant function coeffi-

cients; Xtil Xti2 ,...,Xtip are the p original observation

variables for the ith member of group t; and Y ti is the

discriminant score for that same member. As is evident,

once this discriminant function with its coefficients is

devised, each member of each group will have associated

with it a discriminant score.

Figure 2 illustrates this notion for the special case

of p = 2. In this Euclidean 2-space, each group rmember is

located by a single dot and the collection of dots repre-

senting one group is outlined. In turn, the t-th group

centroid is denoted by (Xt.iXt-2). The group centroid is

simply the 2 element vector representing the mean values of

each original observation variable within a group. Within

the restricted scope of this treatment, what will be of

interest are the empirical distributions of the discriminant

scores Y within each group, represented in the figure by

fl(Y) and f2(Y). The empirical distributions reflect the

projections of the original p observation variables onto

the line L, where the projection is in fact the E E

transformation accomplished by the discriminant function.

Also of interest is the fact that given a particular orien-

tation of L, the distance between the projections of the

group centroids onto L is maximized and the overlap between

the 2 groups is minimized. Intuitively, it would seem that

the orientation of L should be such that it is parallel to

24
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the line connecting the two group centroids in order that

such a maximum centroid separation would occur. In most

cases, this is indeed true.

Discriminant analysis is the technique that will deter-

mine the optimum discriminant coefficients and thus the

optimum orientation of L so that indeed the differences in

univariate means of the discriminant scores is maximized

relative to the within-group variance in those scores.

B. DERIVATION OF THE DISCRIMINANT FUNCTION COEFFICIENTS

The first step toward determining an optimum linear

combination of the set of p variables such that the two

group means will differ widely between themselves on that

linear combination relative to the within-group differences

on that linear combination is to suggest a criterion with

which to measure "optimum".

Once a linear combination of the p variables has been

constructed, one is dealing with a single transformed varia-

ble. Thus, the familiar F-ratio for testing the signifi-

cance of the difference between two group means on a single

variable seems applicable. Indeed, it would seem that the

optimum linear combination would yield a single variable

that would maximize this F-ratio given by:

F ssb/(K) -SSb (N-K)
SSF (N-K) _ SS w  (K-l)
W w

26



where N is the total number of members of both groups (n1 +

n2 in this case), K is the number of groups (K = 2 in this

case), SSb is the sum of the squared deviations of each group

mean around the grand mean, and SSW is the sum of the squared

deviations of each group member's score around the group

mean. That is,

Yti is the discriminant score for the ith member

of group t,

Yt. is the group t discriminant score mean,

Y.. is the grand discriminant score mean and so,

2
SSb = n(Y 2 (3-I)t=l t t

and

2 nt
SS = 7 ' (Yi )2 (3-2)
w t=l i l ti

Since the second factor in the F-ratio, (N-K)/(K-l), is

a constant for any given problem (where N and K are fixed),

the first factor SSb/SSw is the only essential quantity for

measuring how widely a set of group means differ among them-

selves relative to the amount of variability present within

the groups. This ratio SSb/SSW is what is called the dis-

criminant criterion. Writing this discriminant criterion

now in terms of the linear combination of original variables

27
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instead of discriminant scores Y would involve making the

following substitutions into equations 3-1 and 3-2:

Yti = lXtil + v2Xti2 +  pt + VpXtip

In t  n t
t. V Xtil + v Xt ti=l i=lptp

2 nt 2 nt
Y. !( I I vlXti I + ... + vX )

t=l i=1 *l= i=l p tip

Now maximizing the criterion over all vectors V = (vl,v 2,

...,Vp) will yield the optimum V which will be the vector

of discriminant function coefficients we are seeking.

Before continuing, mention should be made of the tech-

nique employed by most commercial discriminant analysis

packages--particularly the SPSS routine which was used to

perform the bulk of the analysis in this study--in deriving

the discriminant function. Essentially, it is identical to

the method outlined above with but a few notable exceptions.

Instead of expressing the discriminant function as a

linear combination of the original variables Xtil,...Xtip ,

as in

ti = VlXtil +v 2Xti2  ptip
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the discriminant function is instead expressed as

ti~ Ztil +v2 Zti2 +..+vP Ztip

where Z ij j 1 , 2 ,...,p represents the standard deviations

of the original variable Xt from its group mean (i.e.,Z i

represents the standardized score). When these standardized

variables are substituted for the original variables in

equations 3-1 and 3-2, discriminant function coefficients

can be derived to result in discriminant function values (dis-

criminant scores) that are themselves in standard from. This

means that, over all cases in the analysis, the discriminant

scores will have a mean of 0 and standard deviation of 1.

The discrimninant score of any one particular individual will

represent the number of standard deviations that case is away

from the mean for all cases on the discriminant function.

Morrison (Ref. 4] outlines several reasons why the stand-

ardized values of the original variables are used in the

analysis in place of the original variables, one of which is

thie fact that since our analysis is concerned with the "dis-

tance" between two groups, and since statistical distance is

normally measured in terms of standard deviations, one is

justified in normalizing the original variables.

The standardized discrimninant coefficients (those com-

puted using the standardized original variables) yield a

great deal of information about the original variables.
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When the sign is ignored, each coefficient represents the

relative contribution of its associated variable to the dis-

criminant function score. (The interpretation is analogous

to the interpretation of beta weights in multiple regression.)

The sign merely indicates whether the contribution is positive

or negative. One can even say that the greater the magni-

tude of a variable's coefficient, the more powerful that

variable is in discriminating between the two groups.

A question of real interest to the architect of any per-

formance evaluation system is what statistics associated

with a particular variable common to the two groups render

one more discriminating than the other. As part of the

analysis presented in Chapter V, relationships between the

variable's coefficient magnitude and such statistics on that

variable as within group variance, correlation and range and

between-group F statistics will be examined.

C. VARIABLE SELECTION METHODS

Referring again to the first few sentences of this chap-

ter, recall that discriminant analysis requires that each

group member be defined by a p-element vector oi i~easurements4

or observations. It was this vector (Xt~ X~,.., thattil'ti2'*''tip)

was used to compute the discriminant function and that set

of discriminant coefficients V = (v11v2 .. v) such that
2, 'p)

the linear weighted combinations of the original p variables

determined by the discriminant coefficients would have the
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maximum separation between group means relative to the

within-group differences.

In many instances, however, the full set of p variables

may contain an excess of identical information about group dif-

ferences, perhaps because of a high degree of correlation

among certain of them. Or perhaps some of the variables

may not be very useful in discriminating between the groups.

It might therefore be useful to be able to determine a re-

duced set of q variables (q <p) that perform almost as well

as the full set p in the discriminant analysis.

Eisenbeis [Ref. 5] and Nie [Ref. 61 outline several such

methods for reducing the dimension of the variable vector.

Only one will be discussed now and indeed utilized in the

next chapter. This particular method is the forward-selection

procedure using the Wilks' Lambda statistic criterion.

In a forward-selection procedure, the process begins by

selecting the one variable which has the highest value on a

particular criterion--in this case, the Wilks' Lambda which

will be described in detail below. Next, the remaining p-l

variables are paired one-at-a-time with the already-selected

variable and the criterion is computed for each pair. The

variable which, when paired with the first one selected,

yields the best value on the criterion then becomes the sec-

ond variable selected. These two variables are then combined

with each of the p-2 remaining variables and the criterion

then determines the third variable to be entered into the
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analysis. This process continues until either all the

variables are selected or the inclusion of further variables

yields less than a pre-determined improvement in the criter-

ion measure.

At the same time, as variables are selected for inclu-

sion in the analysis, some of the variables previously se-

lected may lose some of their discriminating power primarily

because the information they contain might now be available

in some other combination of the other variables. For this

reason, before each step in the forward selection, all

variables currently in the analysis are examined to see if

they still make a contribution to discrimination. If not,

they are eliminated but are eligible to again enter at a

later step.

Once the q variables are selected by this process, the

discriminant analysis is performed using this q-vector of

observations on each group member.

In this study, the criterion for the stepwise selection

is the Wilks' Lambda statistic. Wilks' Lambda, A, is de-

fined as follows:

IwIA ITI

where W and T are the within groups and total sample sums

of squares and cross-products (SSCP) matrices defined by

Tatsuoka (Ref. 1], and 1WI is the determinant of the matrix W.
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To examine several of the properties of Wilks' A, it is

first helpful to see what A reduces to when there is but a

single observation on each group member, i.e., p = 1.

In the case where p = 1, jWj reduces to

2 nt
ZwI = (Xti -t

t=l i=l

which is what SSw was originally defined as (except that

Yti was substituted for the Xti) and ITI reduces to

22

ITt = SSw + Z nt(xt . - X..)
t=l

SSb

where

there are t = 2 groups, of sizes nt ,

the ith member of group t is defined by Xti (since

there is only one variable characterizing each group

member) and

n n* -nt 2 ntI

Xt. = n-- Xti "" =xti=1 t=l i=l

Therefore,

A(p 1) SSw 1(33SSW + SSb  1 + (SSb/SSW)
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But note that the customary univariate F-ratio for a

simple analysis of variance (k-group) is given by

SSb (N-K)

SSw  (K-1)

where N = n1 + n2, and in this case, k = 2. Consequently,

SSb K-I

SS w  N-K

and, when substituting this expression for SS b/SSw into

3-3, we obtain

Ap = 1) = + [(K-)/(N-K)]F(3-4)

From (3-4) we can see that, at least in the univariate

case, there is an inverse relationship between A and F. In

other words, the larger the disparity among several group

means, relative to within-group variability, the larger is

F, but the smaller is A. It is interesting and useful to

note that, according to Tatsuoka [Ref. 1], this relationship

also holds in the multivariate case (i.e., p > 1).

At each step of the forward selection process using

Wilks' A as the criterion, that variable which, when com-

bined with the variables already in the analysis, yields

the lowest value of A will be selected for inclusion. The

process will continue until the inclusion of further variables
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yields a decrease in A which is less than a predetermined

value (chosen to be .001 in the analysis). These q varia-

bles will then be entered into the discriminant analysis

routine.

D. APPLICABILITY TO THE PERFORMANCE INDEX PROBLEM

Refer, again, to Figure 1, the line L and the projec-

tions of the original p-element vector of variables onto

this line L--the projections being accomplished by the

E-, E Itransformation via the discriminant function. Re-

call that this transformation yields a value called the

discriminant score for each member of each group. The

empirical distributions of those discriminant scores for the

two groups were pictured as f 1(Y) and f 2 (Y).

Refer now to Figure 3(a). The hypothetical empirical

distributions of the discriminant scores for the officers

who were selected (S) and not selected (NS) are pictured.

Also pictured are the locations of the discriminant scores

for four hypothetical officers (Pl'P 2 'P3 'P4) whose records

were not necessarily used in the analysis but whose military

rank is identical to those officers whose records were. Now

if we assume that the range of the discriminant scores was

(-2,2), Figure 3(b) represents the individual discriminant

scores for each member of the two groups against a scale to

the right. The mean score for each group is again denoted

(as it is in Figure 3(a)) by Y.Also pictured are the rela-

tive locations of the discriminant scores for the four officers.

35



I-4

1>4 Z

*** > n 44 (n

1>44

44

36H



Recall that the transformation of the original p-vector

of variables for each member has been accomplished such that

the resultant discriminant scores show the greatest disparity

between group means relative to within-group differences

of those scores.

one of the principal uses for discriminant analysis is

in classifying cases that were not previously used in the

analysis (hereinafter called fresh cases) into one of the k

groups with a particular certainty of having made a correct

classification. The classification is made, in a sense, on

the basis of the distance or similarity of the fresh case's

vector of measurements to the group centroids of each of the

k groups. Classification theory is a science in itself and

is treated in some detail in several of the listed reerences.

However, one is not too far wrong in saying that a fresh

case should be classified as belonging to group k if the dis-

tance between the discriminant score of the fresh case and

the mean discriminant score for group k is less than the dis-

tance between the discriminant score for the fresh case and

any other group mean score. For instance, it would appear

that the officers labeled p1 and P2 should be classified as

belonging to the selected group whereas the officer labeled

P4 would more likely belong to the not-selected group.

However, the intent of this thesis is to take this idea

one step further and claim that, based on the computed dis-

criminant scores, the record of officer p1 is in some sense
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better than the record of P2 which in turn is better than

P3 which again is better than P4 . This ordinal ranking can

be rationalized in a sense because the discrimninant score

for officer p1 is "further away" from the mean discriminant

score for the not selected officers than is the score for

officer P2 . At the same time, the score for officer P4 is

11closer to" the mean score for the not selected officers than

is the score for officer P3 , and so forth.

In fact, the hypothesis to be examined is that a ranking

of the discriminant scores of officers of a particular grade

from highest score to lowest is a legitimate method of rank-

ing the quality of those same officers. Indeed, an officer's

discriminant score would be his performance index.

it is of course recognized that such a ranking by qual-

ity has been based indirectly on factors that make up only

a portion of the entire record on each officer. Totally

ignored are such important performance dimensions as the type

of duty performed during the period of a report, the written

description on each officer contained in the report and

other non-quantifiable points that every selection board

rightfully takes into account when rendering its decision

on each officer.

However, bear in mind the uses to which such a performance

index for officers would be put, as outlined in Chapter II.

At no time would such an index be used in the actual promo-

tion decision. At no time has a claim been made that a
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performance index would be anything more than an "indicator"

of quality, not an actual measure. This particular index

certainly fares well on the practicality criterion, and

bears study as to its performance on a validity criterion,

a study that will be undertaken in the next chapter.
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IV. ANALYSIS AND RESULTS

A. DATA

The raw data set for the study was obtained from Head-

quarters, Marine Corps personnel files. The set consisted

of all fitness reports on file for each officer who appeared

before the Major, Lieutenant Colonel or Colonel promotion

boards during the 1981 fiscal year. The information on file

for each report was complete with the exception of the writ-

ten appraisal in Section C. The name on each report was

erased and the SSN encrypted to ensure anonymity. In all,

there were 42,314 reports on 967 officers.

The record on each fitness report consisted of the marks

on the 23 performance categories in Section B of the report.

However, instead of the markings that actually appear on the

report (such as OS, EX, etc.), the marks on the record were

encoded numerically as shown in Table I.

The number of reports on each officer ranged from 25 to

60 depending, of course, on his rank. To have entered each

mark in each report as a separate variable in the discrimi-

nant analysis would have been impractical, so it was first

decided to construct a single record for each officer. on

this single record, the mnarks in each of the 23 categories

would represent a composite of all the inarks on that cate-

gory over all the reports on file. The nethod for construct-

ing such a single record was an important decision, as well
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TABLE I

CODING OF FITNESS REPORT MARKS

Fitness Report Numerical

Marking Equivalent

Blocks 13a to 14n

OS 9

EX 7

AA 5

AV 3

BA 1

UN 0

Block 15a

OS 9

EX-OS 8

EX 7

AA-EX 6

AA 5

A-AA 4

A 3

BA-A 2

BA 1

UN 0

Block 16

Particularly Desire 9

Be Glad 8

Be Willing 7

Prefer Not 6
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as a difficult one, for in choosing a scheme for computing

a composite mark for each category, it was paramount to

describe the tendencies of promotion board members.

Conceivably, there are an infinite number of such schemes

but, given resource constraints, only three were devised.

It was thought that these three represented logical schemes

that would accurately describe most board members behavior

when screening an officer's reports.

The first scheme involved computing a simple average (or

mean) of the marks on all reports for a particular category

as the composite mark for that category. The set of compo-

site category marks computed according to this scheme will

be known as the variable set BN.

The second scheme was to constrcut the composite mark

for each category as a weighted average over all reports of

the marks in that category. The weighting factor for each

report's mark in a particular category would be the number

of months covered in that report divided by the total number

of months covered by all reports in the individual's file.

For instance, if the total number of months covered by an

individual's reports on file was 120 months, the weighting

factor for a report of 12 months duration would be 0.1, and

one covering 6 months would be weighted .05. This variable

set will be labeled WE.

The third scheme was a variation on the second in that

it too involved a weighted average of individual report
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marks, but only over those reports written on an individual

in his present grade. For instance, in the case of a Major

appearing before the Lieutenant Colonels' promotion board,

only those reports written on him while in the grade of

Major were considered. If all such reports covered a period

of 60 months, a report of 12 months duration would have a

weighting factor of 0.2. This variable set will be titled

GB.

As was mentioned in a previous chapter, there would be

considerable appeal in a reduced-dimension set of marks to

be employed in computing an officer's discriminant score or

performance index. For this reason, an additional subset

of each of the original variable sets (BN, WB, and GB) was

determined for each officer. The categories to be included

in this subset were determined using the forward selection

procedure and the Wilks' Lambda criterion described in Chap-

ter III. The subsets determined in this manner will carry

the same name as the original set from which the subset was

taken, but with a suffixed -W (for example, BNW).

During a preliminary examination of the data, it was

found that, in certain particular categories of the fitness

report, no marks had been assigned to that category on any

of the reports on file (such a missing mark to be herein-

after termed a missing value). As a result, any composite

mark computed for that category would necessarily also exhi-

bit a missing value. Unfortunately, packaged discriminant
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analysis routines will totally exclude from the analysis

the variable set of any officer that is not complete by

even one missing value. If, for one of the particular

variable sets, a sizeable percentage of the officers

exhibited missing values on one or more of the variables

in that set, the set would of course be a poor candidate

as a possible set of marks to be entered into the dis-

criminant analysis, for two reasons:

First, computing a discriminant function for a group

using the variable sets from only a small sample of that

group (with no guarantees that the sample is even remotely

representative of the whole group) invites questionable

results. Second, once such a discriminant function is

determined, a valid discriminant score could be computed

for only that same small sample of officers since only

they would have a complete set of the requisite category

marks by which the discriminant coefficients would be

multiplied to yield a discriminant score. Herein lay one

of the incentives in utilizing the forward-selection pro-

cedure to determine a reduced-dimension set of marks.

The fewer the marks in the variable set, the smaller the

percentage of officers who might exhibit a missing value

on any one of the variables in that set.

Conceivably, however, even such a reduced-dimension

variable set might still contain variables on which a

number of officers exhibit a missing value.
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Therefore, it seemed a logical step to construct

variable sets composed of variables for which it was known

that a vast majority of officers had a valid mark. In an

attempt to isolate the particular marking categories

(variables) that were most often found to be missing or

not observed on an officer's report, the distribution of

marks for each of the marking categories (over all reports

for all ranks) was examined. For each of the 23 marking

categories, Table II shows the percentage of fitness

reports on file on which that particular category was

marked not observed or simply left blank. Constructing a

variable set composed of variables for which few reports had

missing values, and using this set in a discriminant analysis,

would mean that close to 100% of the officer records would

be used in the analysis. This in itself was reason enough

to study the effectiveness of discriminant functions based on

such sets. Therefore, for each of the three original sets

(BN, WB, and GB), an additional subset was constructed com-

posed of only those marking categories displaying less than

a 30% missing value rate. These reduced variable sets carry

the name of the original set from which they were formed, but

with a suffixed -R (e.g., BNR).

In summary, the 12 variable sets to be used in the con-

struction of the discriminant functions to be analyzed in

the following sections are listed--along with their descrip-

* tions--in Table III.
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TABLE I I

PERCENTAGE OF NOT OBSERVED OR MISSING MIARKS

FOR EACH CATEGORY

% Not % Not
Category Observed Category Observed

*13a 22.4 *14f 20.3

13b 76.5 *14g 21.1

*13c 28.5 1.4h 91.7

13d 39.9 *14j 21.6

13e 33.6 *14j 23.1

13f 44.9 *14k 20.5

13g 81.9 *141 20.4

14a 66.9 14m 31.8

*14b 19.3 14n 48.7

*14c 19.4 *15a 22.2

*14d 19.5 *16 4.3

*14e 19.6

* used in reduced variable set
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TABLE III

DESCRIPTION OF VARIABLE SETS

Variable Set Description

BN The mark on each category in
this set is the mean over all
reports for that mark

BNW The variable set BN reduced
by the forward selection
technique

BNR Similar to set BN, but only
those marking categories
asterisked in Table II are
included

BNRW The variable set BNR reduced
by the forward selection
technique

WB The mark on each category in
this set represents the length-
weighted average over all
reports for that mark

WBW The set WB reduced by the
forward selection technique

WBR Similar to set WB, but only
those marking categories
asterisked in Table II are
included

WBRW The set WBR reduced by the
forward selection technique

GB Similar to set WB, but only
those reports written while
in an officer's present
grade are considered

GBW The variable set GB reduced
by the forward selection
technique
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TABLE III

DESCRIPTION OF VARIABLE SETS

(Continued)

Variable Set Description

GBR Similar to set GB, but only
those marking categories
asterisked in Table II are
included

GBRW The set GBR reduced by the
forward selection technique
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B. METHOD OF ANALYSIS

The problem of choosing that particular discriminant

function yielding discriminant scores which best serve as

performance indices is in fact a problem of choosing that

set of discriminating variables which, when used in the

discriminant analysis, yields the best discriminant

function. Therefore, within each grade, discriminant

functions computed using the 12 different variable sets

will be subjected to several criteria with the intent of

finding the optimum variable set for that grade, for this

year's data.

The criteria to be used will be as follows:

The first criterion will be the quantitative p criterion

described in Chapter II and reiterated here. Given a

discriminant function computed for a particular grade using

one of the 12 variable sets, discriminant scores will be

determined for the officers of that grade, whose records

were entered in the analysis, using the computed discrimi-

nant function. These officers will then be ordered by

their discriminant score from highest to lowest. If, among

these same officers, the actual number promoted is, say, n,

then the proportion of promoted officers from the first n

officers on the ordered list will be the criterion measure

p.

The second criterion will be the proportion of officers

of a particular grade whose variable sets were actually
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entered into the analysis to obtain the discriminant

function. This measure would also represent the proportion

of officers of a particular grade for whom discriminant

scores could be computed using that discriminant function.

It is recognized that there may exist other more

elegant, perhaps more effective, criteria by which to

measure differences among candidates. However, it must

also be recognized that the two criteria mentioned must at

least be included in any list of necessary measures. At

any rate, the chapter will conclude by demonstrating that

the "best"' discriminant functions--those functions whose

criterion measures were most satisfactory for each parti-

cular grade--do indeed perform admirably in ranking the

officers by quality, thus lending support to the two above-

mentioned criteria as effectiveness measures and to the

discriminant analysis technique as a method of constructing

a performance index.

(Throughout the next few sections, bear in mind that

the records of captains would appear before a promotion

board to major and the records of majors before a promotion

board to Lieutenant Colonel, etc. Whenever results are

presented which involve promotion board action--for instance,

the determination of an optimum variable set--the results

will be under the name of the board. But whenever the

results are to be applied to a particular grade of off icer--

the methodology of computing discriminant scores for the
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rank of Captain, for example--the results will be presented

by rank).

C. RESULTS

1. Majors' Board

The 9175 fitness reports of the 324 captains who

appeared before the FY81 majors' promotion board were

analyzed. of the 324 captains in the analysis, 242 had

in fact been selected for promotion for a rate of 74.7%.

The results of the analysis for this board appear in

Table IV.

Mlany of the results found for the majors' board

could have been predicted beforehand. For example, the

officers in the grade of captain had, on the average,

fewer reports on file than officers of the two higher

grades. As a result, the incidence of missing values on

the composite marks in the complete (non-reduced) variable

sets would be substantial. The results substantiate this.

As seen in Table IV, the discriminant function based on

the variable set BN gives, by far, the best measure of o.

Yet only 37% of the officers had records which were admis-

sible into the analysis. of those variable sets reduced

by the forward selection procedure, BNW gives the best

combined performance on both criteria, yet still permits

only 81% of the records to enter the analysis.
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TABLE IV

MAJORS' BOARD RESULTS

Variable Set % Exhibiting
Entered into NO Missing
Analysis Va-lues

BN 37 .958

BNW 81 .902

BNR 100 .901

BNRW 100 .909

WB 36 .937

WBW 81 .887

WBR 100 .905

WBRW 100 .905

GB 12 .914

GBW 45 .786

GBR 100 .896

GBRW 100 .892

*Actual promotion opportunity: .747
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The results for the variable sets that were

reduced by restricting the marking categories based on

percentage of missing values are also shown in Table IV.

As it turns out, 100% of the officers' records were admis-

sible into the analysis for all six of these variable

sets. Of these sets, BNRW has the best measure in the p

criterion.

Summarizing, the fact that fully 100% of the

captains' records were used in the analysis when the-

variable set BNRW was used, coupled with the fact that

the p criterion measure for BNRW is bettered only by

variable sets allowing less than 40% of the records into

the analysis, suggests that the set BNRW ought to be used

for this rank.

2. Lieutenant Colonels' Board

16,609 fitness reports for the 378 Majors appearing

before the FY81 Lieutenant Colonels' promotion board were

analyzed. Of these 378 Majors, 254 were selected for

promotion for a rate of 67.2%. The results for this board

are shown in Table V. The best overall performance on the

p criterion was obtained with a complete (non-reduced)

variable set, GB. Yet only 18% of the records were used

in the analysis. Again, 100% of the officers' records

were admissible in the case of the reduced sets (those

sets whose categories were 'ncluded by virtue of their
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TABLE V

LT COLS' BOARD RESULTS

Variable Set % Exhibiting
Entered into NO Missing
Analysis Values

BN 79 .879

BNW 99 .881

BNR 100 .866

BNRW 100 .858

WB 79 .874

WBW 99 .866

WBR 100 .858

WBRW 100 .862

GB 18 .957

GBW 64 .817

GBR 100 .85

GBRW 100 .846

*Actual promotion opportunity: .672
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missing value percentage). However, the set BNW, which

allows fully 99% of the Majors' records to be used in the

analysis, has a p criterion bettered only by the variable

set GB which permits only 18% participation. Therefore,

it seems that variable set BNW is the best for this particu-

lar grade.

3. Colonels' Board

The results of the analysis on the Colonels' board

are shown in Table VI. A total of 16,530 reports for 265

officers were examined. Of these 265 officers, 143 were se-

lected for a promotion rate of 54%. As was true for the

Lieutenant Colonel's board, the GB variable set has the best

measure on the p criterion, but a mere 19% of the records

were entered into the analysis. The differences between the

remaining sets, however, are less distinctive. Set WEW has

a full 99% of the records entering into the analysis, yet

its p measure is not as good as the measure for set BN.

In other words, there is no clear-cut choice to be made.

D. CONCLUSIONS

Especially in light of the results on the Colonels'

board, it's difficult t3 rationalize making a decision on

the best variable set for a particular rank without taking

into account the results on the other ranks. Specifically,

* the results on both the Majors' and Lieutenant Colonels'

boards suggest that variable sets whose category marks

55



TABLE VI

COLONELS' BOARD RESULTS

Variable Set % Exhibiting
Entered into NO Missing

Analysis Values

BN 87 .846

BNW 92 .821

BNR 100 .769

BNRW 100 .776

WB 87 .838

WBW 99 .809

WBR 100 .755

WBRW 100 .762

GB 19 .892

GBW 100 .671

GBR 100 .769

GBRW 100 .769

*Actual promotion opportunity: .54
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represent the simple averages over all reports of the marks

for that category--or subsets of this particular set--yield

the best discriminant functions to be used in computing

discriminant scores. This is fortunate since this variable

set is, computationally, the least involved. So it would

seem reasonable to add weight to the variable set BN in

the Colonels' board analysis and, in so doing, choose it

as the variable set to be used.

Summarizing, then, the results on the three boards

suggest the following variables sets be used in the

respective grades:

• For the grade of captain - set BNRW

" For the grade of major - set BNW

" For the grade of Lieutenant Colonel - set BN

The fact that the "completeness" of the optimum variable

set for each rank (i.e., BN has more variables--is more

complete--than BNW) must increase with an increase in rank

is interesting. This point, among others, will be addressed

in the following chapter.

E. AN HYPOTHESIZED MODEL

From the beginning, the proposition has been made and

supported, at least in theory, that a ranking of officers

by discriminant score would approximate a ranking by pro-

motability. And, again, promotability is interpreted as

quality for reasons that were outlined in Chapter II. In
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other words, given a list of officers ranked by discriminant

score, the promotion probability of the officer who occupies

the i-th position on the list should be greater than or

equal to the promotion probability of the officer who

occupies the i-th + 1st position, if the proposition is

true. In more specific terms, assign a sequence number

to each of the officers in the ordered list. The first

officer on the list--the one with the highest discriminant

score--would be assigned a sequence number of 1. The second

highest on the list would have a sequence number of 2, and

so forth. Then divide the officers in this ordered list

into k sequential blocks with each block i (i=l,...,k)

having ni officers. The first block would contain those

officers with sequencenumbers 1 through nI , the second

block would contain sequence numbers nl+l through nl+n 2 ,

and so forth. Count the number of officers in each group i

who were promoted, pri . Then the promotion proportion for

the i-th group would be pri/n i. What the proposition would

suggest in this set-up is that the promotion proportion of

each of the k groups is a decreasing function of the rela-

tive placement of that group among the others. In other

words, the promotion proportion of the i-th group,

pri/ni =pi should be greater than or equal to the propor-

tion of the i-th + 1st group, pri+ 1 /n i+l Pi+l"
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A simple k-sample chi-squared test for similar propor-

tions among the k groups would, if rejected, imply that

there is indeed a difference in the proportions but would

suggest nothing else.

Of interest in this case, however, is that, given

there is a difference in group proportions, do those pro-

portions vary in relation to, say, the mean sequence number

of the groups?

Fleiss [Ref. 71 outlines a statistical technique de-

signed to investigate this last question. The technique is,

in effect, a variation on the simple chi-square test for

equal proportions. The hypothesis to be tested with this

more detailed chi-square analysis, however, is that there

is a significant tendency for the group proportions to vary

with mean group sequence number. Different meth, ds of

analysis are called for depending on how the proportions

are hypothesized to vary, but only the simplest kind of

variation will be considered here--a linear one.

That is, let pi again be the proportion of promoted

officers in the i-th group and let xi be the mean sequence

number of the i-th group. The hypothesized model, then,

giving the relationship between group proportion and group

mean sequence number is:

pi = a + axi
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where B, the slope of the line, indicates the amount of

change in the proportion per unit change in sequence number

and a, the intercept, indicates the proportion expected

when x = 0.

The question may arise as to why a linear relationship

is being hypothesized when in fact the variation of pi with

xi may not be linear. What is of paramount interest is the

decreasing nature of the relationship, i.e., pi as a

decreasing function of xi. The actual shape of the function

is of secondary importance. But, hopefully, two things are

true:

First, the relationship--if not exactly linear--is

not too far removed from it, at least not far enough

to result in rejection of the hypothesized model.

Secondly, if in fact the hypothesized model is rejected,

it will be as a result of the actual shape of the

function, and not because the function is not indeed

decreasing. Other evidence (graphs) will, hopefully,

support this.

At any rate, a negative sign for the slope estimate, b,

would indicate that the function is indeed decreasing. The

significance of the "negativity" of this term can be

tested, as will be seen.

The test proceeds as follows:

Let

ni = number of officers in the i-th group
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xi = mean sequence number of the 
ith group

k
n. = nii=l

k
i= nixi/n.

k
p niPi/n.i=l

Then the slope term, , is estimated by

k[ nipixi -nP
i1l

b k
ni(Xi - x)

i=l11

and the intercept term, a, 
is estimated by

a = F -bx

Now, using the expression

APi = a + b x i

or, equivalently,

- p + b(xi -i)
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the expected proportion, pi, for each group can be calculated.

The chi-square statistic is computed using

2 k
x n(p -p i)/p (l -i=l1 . 2

and has k-2 degrees of freedom (where k is the number of

groups).

The magnitude of this statistic will indicate the extent

of the differences between the true proportions in each group

(pi) and the expected proportions, proportions that would be

expected if the linear relationship was true. A small value

of the chi-square statistic would tend to support the linear

model, a large value to reject it.

Fleiss also shows that the following statistic,

2 2 k- 2Xslpe ~ ln i ( x i  x )/p - F)Xslope b
i=l

is distributed chi-square with one degree of freedom and allows

one to test the significance of the difference between the

computed slope estimate, b, and 0.

The test was run using the discriminant functions determined

for each of the three ranks. A discriminant score was com-

puted for each officer of that particular rank. The officers

were then ranked from top to bottom by discriminant score and
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arranged into sequential groups. Of course, the determination

of each group siz-, ni, was dictated by the normal chi-square

requirements such as fewer than 20% of the groups should have

an expected number of promoted officers (nipi ) less than 5,

etc. The results were as follows:

1. Majors' Board

For the grade of captain, a graphical representation

of the relationship between pi and xi is shown in Figure 4.

Evident immediately is the general decreasing tendency of the

group promotion proportions with an increase in group mean

sequence number--a tendency that was expected. Also to be

expected are the fluctuations in the proportions. The dis-

criminant analysis technique, as has been mentioned many times

before, takes into account only a small portion of the personal

data that are used in the promotion board's decision. So a

smooth curve--strictly decreasing--would certainly not be ex-

pected. Due to the high overall promotion opportunity for

the captains appearing before the major's board (74.7%), a

group promotion proportion close to or at 1.0 for the first

few groups could also have been predicted. This is also an

explained departure from linearity--but in no way detracts

from the effectiveness of the technique for this grade.

The chi-square statistic for linearity is, for the

captains' data, 10.25 which, with 4 degrees of freedom, is

significant at the .04 level. The association with sequence

number of the proportion of officers promoted is thus not
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precisely a linear one, but the departures from linearity

can be explained, and in fact are not severe. Further, the

slope term, which is of course negative, is significantly

different from 0.

2. Lieutenant Colonels' Board

Figure 5 depicts the relationship of pi with x. for
1.

the grade of major. The general decreasing tendency of the

relationship is again evident, but the departures from

linearity in this case are much less notable due in part to

the lower promotion rate for this grade (67.2%).

Lending support to the graphical evidence are the

results of the proportions test for the majors' data. The

chi-square statistic was 1.805 which, with 6 degrees of

freedom, was significant at greater than the .9 level. The

slope term, b, was again negative and significantly different

from 0.

3. The Colonels' Board

Again, the general decreasing relationship of group

proportions with mean group sequence number is evident from

Figure 6. Two other characteristics of the curve in Figure

3 could probably have been predicted. One, the relatively

low overall promotion rate for this grade (54%) would result

in a more rapid decrease in group promotion proportions with

increase in sequence number in contrast to, say, the majors'

board. Two, decisions on promotion to the grade of colonel

involve a vast number of factors, few of them contained in
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the 23 fitness report categories that, of necessity, were

used by this analysis. As a result, the discriminant tech-

nique is less effective as a performance index. This is evi-

denced by the wide fluctuations in promotion proportions in

the curve.

Still, the chi-square statistic for linearity for

this data was 9.354 which, with 7 degrees of freedom, was

significant at the .25 level. The slope term, again negative,

was significantly different from 0. So the hypothesized

linear model is reasonable even at this grade.

In summary, it can be said with a certain degree of

confidence that the proposition concerning the discriminant

technique as an effective method for constructing a performance

index is supported. It has been shown that once a discrimi-

nant function has been computed for officers of a certain grade

using the applicable variable set, and these officers are then

placed in an ordered list ranked by discrimninant score, the

promotion probability of an officer decreases in (generally

linear) relation to his sequence number on that list.

F. IMPLEMENTATION

The implications of the supported preposition are as

follows:

Take any group of officers of a particular grade--not

necessarily those officers whose records were used in the

analysis. If discriminant scores were computed for those

officers using the discriminant function determined for that
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particular grade, and if these same officers were ranked on

a list by discriminant score, then it's not unreasonable to

claim that the promotion probability of an officer on that

list (if he had conjecturally appeared before a board) would

generally decrease with an increase in his sequence number on

that list. And, as has been mentioned before, if one were

to equate promotability with quality, theii the ordered list

ranks those officers by quality--a basic requirement of a

performance index.

The analysis in this thesis has dealt exclusively with the

three grades of Captain, Major, and Lieutenant Colonel. The

analysis for the other grades, however, would be identical.

The main thrust of the analysis, as was the case in this thesis,

is the determination of the variable set to be used in the

discriminant routine. Once that is accomplished, the computa-

tion of discriminant functions is faciliated by the widespread

availability of discriminant analysis routines in commercial

computer packages--in particular, the SPSS package installed

on the system at HQMC, Washington, D.C.

In the case of the three grades used in the analysis, the

implementation of the results of this study go as follows:

For an officer of the grade of Captain, Major, or Lieu-

tenant Colonel, compute his applicable variable set according

to the results contained in Section D. Compute his discrimi-

nant score by multiplying the composite mark for each of the

categories in the variable set by the corresponding coefficient,
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found in Table VII, and then adding the constant, also found

in the table. In the case of an officer of a particular rank

who doesn't have a complete variable set of category marks

and for whom, therefore, a discriminant score cannot be com-

puted, the following procedures are suggested. When the dis-

criminant scores are being utilized as a means of distributing

record books among the members of a promotion board, a simple

random procedure (e.g., alphabetically) for distributing the

books of those officers without computed discriminant scores

may be utilized. Efforts at estimating discriminant scores

for those officers would not be simple and probably not worth-

while simply because the vast majority of the books would have

been distributed correctly, still ensuring each promotion

board member a representative cross-section of the officers

under consideration for promotion. When the discriminant

scores are being utilized in regression studies (the use of

discriminant scores in this context was addressed in Chapter

II, Section B), consideration in the analysis of only those

officers with computed scores would probably have little or

no effect on results.

(The theoretical determination of the discriminant func-

tion, presented in Chapter III, didn't involve the addition

of a constant in the computation of discriminant scores.

However, when discriminant scores are determined using raw

(non-standardized) values for the composite category marks,

the introduction of the constant is necessary to achieve
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TABLE VII

COMPUTATION OF DISCRIMINANT SCORES

(Rank of Captain)

Multiply the
Composite Mark

For By

13a .6547828

14b -.5775795

14f -.5628497

15a 3.593166

16 2.983457

Constant -52.0217

(Rank of Major)

13d .6675456

14a .3491884

14c .4424754

14d -. 7007447

14e -. 6392594

14f .5063039

14g -1.048672

14i -.4696341

14n 1.75427

15a 3.173388

Constant -33.74714

71



TABLE VII (Cont.)

(Rank of Lt Col)

Multiply the
Compositf Me

For By

13a -.5688985

13b -.4045532

13c .6361058

13d .8929157

13e .5612866

13f -.4781318

13g .1587282

14a .3361749

14b -.1872222

14c .06260754

14d -1.598732

14e -1.543235

14f .3524519

14g -.6931471

14h .1894585

14i -.7334108

14j 1.557007

14k 2.348909

141 -.4552717

14m -.6295893

14n 2.309024

15a 3.711399

16 -4.149739

Constant -12.52781

72



scores identical to those gotten using standardized data.

And, as has been mentioned, the coefficients to be applied

to raw data also differ from those to be applied to stand-

ardized data.)

In a sense, a discriminant function, which was computed

based on the results of a particular board, reflects the

views of that board--in that the prejudices shown by board

members in considering certain marking categories more than

others have a distinct effect on the final discriminant func-

tion. It may be true that respectable results could be ex-

pected using one particular function from year to year. How-

ever, to ensure the "currency" of the functions--meaning that

they are an accurate reflection of current board thinking,

the functions ought to be recomputed for each grade following

publication of the results of a board to select officers to

the next higher grade.
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V. THE DISCRIMINATORY POWER OF THE
FITNESS REPORT CATEGORIES

A. INTRODUCTION

Observing the discriminant function coefficients listed

at the end of the previous chapter, one might reasonably be

interested in what factors contribute to a certain fitness

report category having a larger coefficient than another.

Indeed, concerned might be the word since, in computing

discriminant scores, the larger a category's coefficient,

the more weight the mark on that category has in determining

an individual's performance index.

The fact that certain categories don't even appear in

some of the discriminant functions is perhaps an even

greater source of consternation, but rather easily ex-

plained--at least more easily than the explanation con-

cerning the relative size of the coefficients of the

categories included in the functions.

First, recall that certain of the categories were

excluded outright on several of the proposed variable sets

since a mark on those variables was missing on over 30% of

the reports anyway.

The exclusion of certain other of the variables was a

result of the mechanics of the forward selection process.

Briefly, if the discriminatory "information" provided by a

category was contained in another category--or even in a
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combination of two or more categories--already selected

for analysis, it wouldn't be included. Further details

concerning such mechanics can be found in Eisenbeiss

[Ref. 5]. High degrees of correlation between the cate-

gories would make this effect even more severe. In the

extreme, a correlation coefficient of 1.0 between all

categories would result in only one category in the analysis.

The correlations between several of the fitness report

categories was in fact high, and this also interferes with

the strict interpretation of a category's coefficient mag-

nitude as the discriminatory power of that category--an

interpretation espoused, with little or no explanation, by

several authors. Most often, the interpretation goes as

follows: using the standardized discriminant function

coefficients, the more "discriminating" a variable is in

distinguishing one group from another, the greater will be

the magnitude of that variable's coefficient.

But what is meant by "discriminating" and how is its

degree to be measured? If an answer were to be found,

steps could be taken to make the more important categories

more discriminating and the magnitude of their associated

coefficients greater--thereby increasing the influence of

those categories in determining discriminant scores.

Intuitively, several possible answers come to mind.

First, it seems that certain statistics connected with

the marking categories might have a correlation with
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discrimination. For instance, the greater the variance

or the range of marks in a category, the greater the

possible distance between the group means on that category,

and the larger, perhaps, the magnitude of its coefficient.

A second intuitive answer, and certainly a desired one,

is that the actions of the board in relying more heavily

on the marks in certain categories in making their promo-

tion decision should have an effect on the magnitude of the

discriminant coefficients.

Both possibilities will be briefly investigated in the

following sections.

B. CATEGORY STATISTICS

Rigorous proofs of the existence of hypothesized corre-

lations between variable parameters and discriminant coeffi-

cient magnitudes would be beyond the scope of this thesis--

if indeed the correlations existed.

The tack taken here, however, will be a simple empirical

examination of the relationships--if any--between certain

statistics computed on the composite marks for each of the

23 fitness report categories and the discriminant coeffi-

cient computed on that same composite mark. This will be

done for the data on each of the three grades of Captain,

Major, and Lieutenant Colonel. The composite mark for

each category will be the simple average over all reports

on file for that category. In other words, the variable
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set BN will be entered into the discriminant analysis for

each grade. Even though BN was rnot the recommended variable

set for either of the grades Captain or Major, subsets of

BN in fact were. In addition, a variable set that included

all the categories was needed. The statistics to be

examined are the following:

*The average marks on each category for the promoted

officers

*The same average mark for the not promoted officers

*The difference between the two means

*The combined (promoted and not promoted officer records

taken together) range of marks on each category

*The combined sample variance of the marks in each

category

*The F-ratio for each category mark. The F-ratio to be

defined as the ratio of the mean squares due to group

means and the pooled within-group sample variance, as

defined in Chapter III, Section B.

These statistics are displayed for all three grades in

Table VIII. The results are interesting in themselves, but,

unfortunately, there doesn't seem to be any clear-cut rela-

tionship between coefficient magnitude and any of the

statistics. The only possible exception is the association

of coefficient magnitude with the F-ratio. For example,

over all three grades, the largest discriminant coefficient
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and the largest F-ratio are associated with the same category.

But this certainly isn't a surprising or a particularly use-

ful result. For one thing, the statistics that determine

the F-ratio are a by-product of board action. The F-ratio

is not associated with the category itself since a different

grouping of officers into the promoted and not promoted

groups would have resulted, perhaps, in a different mean

square due to group means on the category and thence a dif-

ferent F-ratio. Secondly, the computed discriminant coeffi-

cients were produced in an attempt to find a linear combination

of the original category marks that would give maximum separa-

tion of group means on that linear combination relative to

within-group variances on that combination. in a sense, this

same group mean difference relative to within-group variation

is what the F-ratio also expresses. So it would seem reason-

able to expect a category having a large F-statistic to also

contribute heavily to the above-mentioned linear combination--

i.e., have a large discriminant coefficient.

However, as can be seen from Table VIII, those statistics

which are independent of board action, namely range and vari-

ance, seem to have no obvious correlation with coefficient

magnitude.

C. POSSIBLE EFFECTS OF BOARD BIAS

The second possible explanation for the different coeffi-

cient magnitudes was the effect of board members' predisposi-

tions in weighting certain categories more heavily when
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rendering their promotion decisions. That this may be so is

suggested to a degree by the values in Table VIII. Tradi-

tionally, such categories as "general value to the service"

(item 15a), "leadership" (item 14j), and "growth potential"

(item 14n) have been among the most important and influen-

tial on the fitness report. The coefficients for each of

these categories are relatively large over all these grades.

At the same time, one would expect the relative importance

of certain of the categories to change, depending on the

particular board. For instance, "handling of officers"

(item 13d) and "economy of management" (item 14m) are

important measures of a Lieutenant Colonel's quality and

perhaps to a lesser extent, a measure of a Captain's This

supposition is also supported by values in Table VIII.

The effects of board bias on discriminant coefficients

can also be demonstrated using a simple mathematical model.

The analysis will exploit the following fact, covered in

detail by Tatsuoka [Ref. 11.

To each officer's standardized p-vector of category

marks, attach a dependent, dichotomous variable (such as a

variable taking values 1 or 0) representing the officer's

group. For instance, let 1 mean the officer was promoted

and 0 mean not promoted. In a regression of this dichoto-

mous variable on the p-vector of category marks, the com-

puted regression weights will differ only by a multiplica-

tive constant from the discriminant coefficients determined
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by entering the p-vectors of category marks into a discrimi-

nant analysis.

So, to show that board bias affects discriminant coeffi-

cients, it will suffice to show that the bias would effect

the regression weights.

Suppose that all officers before a particular board were

characterized by marks on only two categories, A and B. That

is, the ith officer's 2-vector of marks would be (a.,b.)

Suppose further that the board decided to base their promo-

tion decisions only on the mark for category A, completely

ignoring the B category mark. (Admittedly, this is an example

of extreme, most improbable bias yet the example will serve

to illustrate a point.) In addition, the marks on each of

the categories represent standardized scores so that

Jai = 0 and Jb = 0

For simplicity, assume that the board considered only four

officers, of whom two were promoted, and that all the pro-

moted officers had a score of 1 for category A and the not

promoted officers a score of -1. The scores on category B can

take on any values, as long as they sum to 0.

Attaching the dependent variable (1,0) to the applicable

2-vectors of category marks, the data are:

Dep variable Mark for A Mark for B

officer 1 1 1 b1

2 1 1 b 2
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3 0 -i b3

4 0 - 4

and the regression model becomes

Y = XB + e

where 6 is the (2xl) matrix of regression weights, X is the

(4x2) matrix of marks for A and B, Y is the (4xl) matrix of

dependent variables (1,0), and e is the (4xl) matrix of error

terms.

It now remains to show that the board's predisposition

in favoring one category over the other will result in a

regression weight for category A (S ) larger than that for

category B ($B).

The expression for the estimated regression weights

= A is

a = (X'X) -  X'Y) (where ' indicates transpose
-1

and indicates inverse).

A

Solving for each of the elements of 8, it can be shown

that

det(X'X)S A > 0

and

det(X'X) BB 0.

87



The results prove that the predisposition of the board

in considering only the one category--A--in making the promo-

tion decision had the effect of making the regression coeffi-

cient for that category larger. Therefore, the discriminant

coefficient for the category A, if the four 2-vectors of

category marks had been entered into a discriminant analysis,

would also have been larger. It would also follow that the

dependent variable score would be unaffected by B values,

since a change in B is multiplied by 0, and so the same would

be true for the discriminant score.

In the case where there are more than two categories, or

where the consideration of categories is not so one-sided,

the mathematics of the model are not nearly so tractable, but

the results would be similar--i.e., the more consideration

given a particular category when the promotion decision is

made, the larger the discriminant function coefficient for that

category.

D. CONCLUSION

The conclusion to be drawn from the analysis above is

particularly appealing and lends considerable credibility to

the discriminant analysis technique as a method for construct-

ing a performance index.

There has been widespread and well-founded concern through-

out the Marine Corps regarding the lack of distribution in

the category marks on the fitness report. With few exceptions,

all of the marks on a typical report are distributed exclusively
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over the excellent and outstanding blocks. A solution to the

problem will have to soon be found but the options will surely

all take time to implement.

In the meantime, the discriminant analysis technique has

shown its robustness even with this lack of distribution.

Indeed, the range and variance of marks on a category seems

empirically to have no effect on the coefficient for that

category in the discriminant function.

What does have an effect is the inclination of the promo-

tion board to rely more heavily on particular categories in

rendering its promotion decision. In other words, a per-

formance index determined by the discriminant function tech-

nique will generally reflect the same standards the promotion

board used in judging the quality of the officers it considered.
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VI. SUGGESTIONS FOR FURTHER STUDY

As has been mentioned, the main thrust of the analysis in

Chapter IV was in the choice of variable set to be entered

into the discriminant analysis. Although twelve sets were

considered, the list of others that merit study is extensive.

For instance, a set of composite category marks wherein a

weight assigned to a particular report's mark is a decreasing

function of age of the report (for example, weight = l/(current

date - report date)) might prove interesting. One of the

important considerations in devising the different variable

sets, however, is the logic of the weighting scheme employed.

In other words, the scheme should be one that a promotion

board member might be reasonably expected to employ when con-

sidering all the reports of a particular officer. With this

in mind, the list of possible sets is probably not that

extensive.

Another area that might benefit from further study is the

question of measures of effectiveness for the different vari-

able sets. Those employed in this thesis were characterized

by their simplicity and intuitive appeal. Perhaps others

could be devised, however, which would more rigorously examine

proposed variable sets.

Still another area of interest would be the changes in

discriminant weights over time. In other words, given a

particular grade, would the discriminant weights for each
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category remain generally constant when recomputed from year-

to-year or would they change?

The ultimate test of the effectiveness of the discrimi-

nant technique would, of course, come when the discriminant

scores computed for a particular promotion board were vali-

dated with the data from the subsequent board. Specifically,

if one were to rank the officers appearing before the next

promotion board by discriminant scores based on the discrimi-

nant function computed from this last board, would the results

be supportive? That is, would the ranking by discriminant

score again be generally a ranking by promotability, based on

the subsequent board's promotion decisions? It is important

that this be the case so the question would certainly be one

worth investigating.

The shift in category discriminant weights with the rank

of the board was suggested and investigated to some extent

in the previous chapter. Further study might reveal informa-

tion suggesting, perhaps, different report formats for differ-

ent grades.

Finally, Amick [Ref. 8] suggests a method for determining

the discriminant function which would exploit the high degree

of correlation among several of the category marks. The

method involves employing the Factor Analysis technique to

first reduce the dimension of the variable set and then to

enter the resultant factors into a discriminant routine. The

reference outlines the advantages and disadvantages of such
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a procedure. Its application to the performance index problem

is evident and the method certainly bears study.

92



LIST OF REFERENCES

1. Tatsuoka, M.M., Multivariate Analysis, pp. 157-190,
Wiley, 1971.

2. Rulon, P.J., "Distinctions between Discriminant Analysis
and Regression Analysis and a Geometric Interpretation
of the Discriminant Function", Harvard Educational Review,
v. 21, pp. 80-90, 1951.

3. Eisenbeis, R.A. and Avery, R.B., Discriminant Analysis and
Classification Procedures, p. 37, Lexington Books, 1972.

4. Morrison, D.G., "On the Interpretation of Discriminant
Analysis", Journal of Marketing Research, pp. 156-163,
May, 1969.

5. Eisenbeis, R.A. and Avery, R.B., a. cit., pp. 67-85.

6. Nie, N.H., and others, SPSS: Statistical Package for
the Social Sciences, pp. 434-462, McGraw-Hill, 1975.

7. Fleiss, J.L., Statistical Methods for Rates and Propor-
tions, pp. 96-99, Wiley and Sons, 1973.

8. Amick, D.J. and Walberg, H.J., Introductory Multivariate
Analysis, pp. 244-246, McCutcheon Publishing Corporation,
1975.

93



BIBLIOGRAPHY

Amick, D.J. and Walberg, H.J., Introductory Multivariate
Analysis, McCutcheon Publishing Corporation, 1975.

Brown, G.W., "Discriminant Functions", The Annals of Mathe-
matical Statistics, v. 18, pp. 514-528, December, 1947.

Cooley, W.W. and Lohnes, P.R., Multivariate Data Analysis,
Wiley, 1971.

Eisenbeis, R.A. and Avery, R.B., Discriminant Analysis and
Classification Procedures, Lexington Books, 1972.

Fleiss, J.L., Statistical Methods for Rates and Proportions,
John Wiley and Sons, 1973.

Garrett, H.E., "The Discriminant Function and its Use in
Psychology", Psychometrika, v. 8, pp. 65-79, June, 1943.

Millard, C.A., A Factor Analysis of the Behavioral Dimen-
sions of Marine Corps Performance Evaluation, Master's
Thesis, Naval Postgraduate School, Monterey, Ca., 1976.

Morrison, D.G., "On the Interpretation of Discriminant Analy-
sis", Journal of Marketing Research, pp. 156-163, May,
1969.

Nie, N.H., and others, SPSS: Statistical Package for the
Social Sciences, McGraw-Hill, 1975.

Rulon, P.J., "Distinctions between Discriminant and Regression
Analysis and a Geometric Interpretation of the Discrimi-
nant Function", Harvard Educational Review, v. 21, pp. 80-
90, 1951.

Tatsuoka, M.M., Multivariate Analysis, Wiley, 1971.

Travers, R.M., "The Use of a Discriminant Function in the
Treatment of Psychological Group Differences", Psychometrika,
v. 4, pp. 25-32, March, 1939.

Van deGeer, J.P., Introduction to Multivariate Analysis for
the Social Sciences, W.H. Freeman and Co., 1971.

94



INITIAL DISTRIBUTION LIST

No. Copies

1. Defense Technical Information Center 2
Cameron Station
Alexandria, Virginia 22314

2. Library, Code 0142 2
Naval Postgraduate School
Monterey, California 93940

3. Department Chairman, Code 55 1
Department of Operations Research
Naval Postgraduate School
Monterey, California 93940

4. Professor H.J. Larson, Code 55La 1
Department of Operations Research
Naval Postgraduate School
Monterey, California 93940

5. Professor R.S. Elster, Code 5SEa 1
Department of Administrative Sciences
Naval Postgraduate School
Monterey, California 93940

6. Professor W.F. Moroney, Code 55Mp 1
Department of Operations Research
Naval Postgraduate School
Monterey, California 93940

7. Commandant of the Marine Corps, Code RDS 1
Headquarters, United States Marine Corps
Washington, D.C. 20380

8. Commandant of the Mazine Corps, Code MPI-20 1
Headquarters, United States Marine Corps
Washington, D.C. 20380

9. Captain W.J. Haffey, USMC 1
142 Ribaut Rd.
Beaufort, South Carolina 29902

10. Deputy Chief of Naval Operations (MPT) 1
Attn: OP-13
Arlington Annex
Washington, D.C. 20370

95


